
4. Post-training Code LMs:
Reinforcement Learning



Reinforcement Learning is Naturally Suited for Code

➢ Learning from Execution Feedback

➢ Learning from Scalable Environment

❏ Humans learn code through pretraining and RL — memorization first, debug later.

❏ Execution feedback is hard to hack, providing trustworthy rewards.

❏ Code environments scale easily with sandbox and virtual setups.

❏ The digital world allows synthetic environments.



Code RL

➢ Learning from Execution Feedback

Shojaee, P., Jain, A., Tipirneni, S., & Reddy, C. K. (2023). Execution-based code generation using deep reinforcement learning. arXiv 
preprint arXiv:2301.13816.



Code RL

➢ Learning from Execution Feedback (Multi-turn)

Gehring, J., Zheng, K., Copet, J., Mella, V., Carbonneaux, Q., Cohen, T., & Synnaeve, G. (2024). Rlef: Grounding code llms in execution 
feedback with reinforcement learning. arXiv preprint arXiv:2410.02089.



Inference-time Scaling Unlocks the Power of Code RL

➢ Inference-time scaling is all you need!

https://openai.com/index/learning-to-reason-with-llms/
DeepSeek AI. (2024). DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning. Nature.



Inference-time Scaling Unlocks the Power of Code RL

➢ The Core Idea: GRPO with rule-based reward

DeepSeek AI. (2024). DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning. Nature.



Code RL for Competitive Coding

➢ DeepCoder-14B：A Fully Open-Source 14B Coder at O3-mini Level

https://www.together.ai/blog/deepcoder

❏ Dataset curation
❏ Programmatic Verification
❏ Test Filtering
❏ Deduplication

❏ Training Recipe
❏ No Entropy Loss
❏ No KL Loss
❏ Overlong Filtering
❏ Clip High



Agentless RL for SWE

➢ SWE-RL: Advancing LLM Reasoning via Reinforcement 
Learning on Open Software Evolution

Chen, M., Tworek, J., Jun, H., Yuan, Q., Pinto, H. P. D. O., Kaplan, J., ... & Zaremba, W. (2021). SWE-RL: Advancing LLM Reasoning via 
Reinforcement Learning on Open Software Evolution. arXiv preprint arXiv:2107.03374.



Agentic RL for SWE

➢ Train Real-World Long-Horizon Agents via Reinforcement 
Learning

https://novasky-ai.notion.site/skyrl-v0#1ec8f0016b9d8002b700fd5431e48fc6



Agentic RL for SWE

➢ Scalable Environment Infra is important for SWE RL



Sub-Agent RL for SWE

➢ RL for Multi-Turn, Fast Context Retrieval

https://cognition.ai/blog/swe-grep



Online Code RL

➢ Improving Cursor Tab with online RL

https://cursor.com/blog/tab-rl

Model User

Tab

To use RL to improve Tab, the cursor defined a reward that encourages accepted suggestions while discouraging the 
display of suggestions to the user that are not accepted.



What’s Next in Code RL?

➢ Scaling Code Task in RL
Current code RL tasks are relatively narrow, mostly focusing on competitive coding and issue 
resolution. The community needs to define a broader range of verifiable tasks that can drive 
model improvement and better generalization across different coding abilities.

➢ Scaling Environment in RL

➢ Scaling Reward in RL

Most current environments are manually built. The community should explore more automated 
ways to scale. Letting coding agents themselves build and modify environments could become a 
very interesting and promising direction.

So far, rewards are mostly execution-based outcome rewards. Introducing reward models or 
process reward models offers a promising path forward, making RL more efficient and providing 
finer-grained learning signals.


