6. Evaluating Code LMs:
Repo-level & Agentic Code Generation



Repo-level Benchmarks: CrossCodeEval

> CrossCodeEval: diverse, multilingual benchmark for cross-file code
completion built from real-world repos in Python, Java, TS, and C#
o Tasks extracted using static analysis
o Measure repo understanding and retrieval methods
> Similar work: RepoEval, RepoBench, ...

Original file Modified file

# maigret/test_utils.py

# maigret/test_utils.py "uuMaigret utils test functions"""

"""Maigret utils test functions""" Step 1: 4 .
import itertools Empty class ;:Pg:: ::ertools
import re substitution P d = :
: . : |from—maigret-utilsimpoert CaseConverter
from maigret.utils import CaseConverter

“|class CaseConverter: pass

def test_case_convert_;amel_to_snake(): def test_case_convert_camel_to_snake():
a f SnakeCasedStrin a-= TSnakECasedStFing' -7
b = CaseConverter./camel_to_snakefa)

b = CaseConverter.EameE_to_snaEeKa)

Step 2:
Static analysis

: cross-file context :
i usage point




Agentic Benchmarks: The SWE-Bench Family

> SWE-Bench: real-world software engineering to be a rich,
sustainable, and challenging testbed for evaluating the next
generation of language model
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Agentic Benchmarks: The SWE-Bench Family

> SWE-Bench Full: 2.3k tasks over 12 repos
o Expensive to run across {agent scaffold x models}

> SWE-Bench Lite: a smaller, carefully selected subset of 300

tasks from SWE-Bench Full
o Reduce evaluation costs while maintaining benchmark quality
o Enable faster iteration cycles for model development
o Provide a more accessible entry point for research groups



Agentic Benchmarks: The SWE-Bench Family

> Problems with SWE-Bench Full/Lite:
o Issue underspecified
o Paired with overly narrow/misaligned unit tests that reject
reasonable solutions
o Sometimes impossible to run reliably due to
environment/setup issues

> SWE-Bench Verified: 500 human-verified tasks
o Human annotated: 1) whether the issue description is
underspecified 2) whether the FAIL TO PASS unit tests filter
out valid solutions 3) difficulty level
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Agentic Benchmarks: The SWE-Bench Family

SWE-Bench

Multi-PL: SWE-PolyBench (AWS), Multi-SWE-Bench (Seed)
Multimodal: SWE-Bench Multimodal (SWE-Bench team)
Performance Optimization: SWE-Perf (Tiktok)

Economy Impact: SWE-Lancer (OpenAl)

Difficulty & Diversity: SWE-Bench Pro (Scale)

Live: SWE-Bench-Live (Microsoft)

Bash-only: SWE-Bench Bash Only (SWE-Bench team)
Many, many others

+ + + + + + + +



Agentic Benchmarks: Multi PL

> SWE-PolyBench: 2110 tasks in Java (165),
JavaScript (1017), TypeScript (729) and Python
(199)

o Stratified & Verified subset
o Much stronger performance in Python

> Multi-SWE-Bench: 1,632 tasks in Java,
TypeScript, JavaScript, Go, Rust, C, and C++
o Annotated
o RL Dataset

Python




Agentic Benchmarks: Multimodal

> SWE-Bench-Multimodal: 617 tasks from 17 JavaScript libraries

o Evaluates models’ ability to interpret and act on information presented in
both textual and visual formats.

o Top-performing model/scaffold (2025-07): only 35.98% resolved
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Agentic Benchmarks: Performance Optimization

> SWE-Perf: 140 tasks from the same 12 repos in SWE-Bench
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Agentic Benchmarks: Economy Impact

> SWE-Lancer: 1,488 tasks from Upwork, SIM payout in total
o Tests how well LLMs can actually perform paid contract work
o Covers both IC tasks (bug fixes - large feature builds) and management

tasks (pick best technical proposals)

Model User Tool Dataset Reasoning Effort pass@1 Dollars Earned / Total Earn Rate
GPT-40 N/A SWE-Lancer Diamond N/A 23.3% $139k / $501k 27.7%
ol N/A SWE-Lancer Diamond High 29.7% $166k / $501k 33.1%
3.5 Sonnet N/A SWE-Lancer Diamond N/A 36.1% $208k / $501k 41.5%
GPT-40 N/A SWE-Lancer Full N/A 23.3% $304k / $1M 30.4%
ol N/A SWE-Lancer Full High 32.9% $380k / $1M 38.0%
3.5 Sonnet N/A SWE-Lancer Full N/A 33.7% $403k / $1M 40.3%




Agentic Benchmarks: Difficulty

> SWE-Bench Pro: 1,865 long-horizon tasks from 41 repositories

o Realistic, complex, enterprise-level problems; multi-file modifications
spanning hundreds of lines
Use copyleft repos to reduce contamination

o Public /| Commercial / Held-out
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Agentic Benchmarks: CommitO

e SWE-Bench-X: generating patches to resolve GitHub issues, vs

e CommitO: write complete libraries from scratch
o 57 Python libraries, with a “lite” split (16 smaller libraries) and “all” (full

set).
o Specification document + Unit test suite + Repo Skeleton => full repo
s 3 .E ( N
h class Event: i
“""An event that may happen at commit 0
— ) T R O 0 /100

Stage 1 Stage 2 Stage 3

pass
class Process(Event):
</> Spropert
def tar gt( elf) -> Event:
E Tocess
pass

OpenAl ol-preview 17.34105.92 - 21.46913 35

Claude 3.5 Sonnet 17.80 155 18.7912.47 29.30 g9.39

. ; DeepSeek-V2.5 16.55 143 11.611921 2543 2641
ent' Cog\:;l/l'g:o Llama-3.1-8B-Instruct 6.03 147 0.23 178 037 o977
tests passed Llama-3.1-70B-Instruct 7.10 10.85 1.8311.25 2.49 24.82
Llama-3.1-405B-Instruct 8.08 794 1.7612.00 4.95 99.10

Codestral 6.34 .30 6.34 ¢.36 741 199

agent commit N

057/100
tests pas:




Agentic Benchmarks: JAWS-Bench

> JAWS-Bench (Jailbreaks Across WorkSpaces)
o Evaluates code agent security using executable-aware judges that
measure whether agents actually produce runnable malicious code.
o Three settings: prompt only, single file, multi-files
o Wrapping an LLM in an agent significantly amplifies risk as initial
refusals are often overturned during later planning and tool-use steps.

; / Eg .§?
Attack Evaluation |l (= ]
L Attack Success Rate
=S E
T, Modely w/o Agent w/ Agent AASR% 1
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i DeepSeek-R1  43.42% 63.75% 1.47 X
x = - = Qwen3-235B  11.25% 26.25% 2.33%
2 == : Mistral Large  32.35% 57.50% 1.78 %
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Llama3-8B 35.00% 72.50% 2.07 %
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