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Bridging Between Code and Natural Language

➢ Code as mental scaffold for Reasoning
○ Programming structures that shape and support human reasoning processes

➢ Code as interactive tool for Reasoning
○ Direct use of executable code to think through and solve problems

➢ Code as data foundation for Reasoning 
○ The foundational role of code data in building capabilities



Scratchpad: Step-by-Step in Code

Nye et al., “Scratchpads for Intermediate Computation with Language Models”, 2021

➢ When prompted to perform operations "step by step" and display intermediate steps in a 
"scratchpad", language models can successfully handle complex computations

Direct Reasoning in Code Step-by-Step Reasoning in Code



Chain-of-Thought: Step-by-Step in NL

Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models, 2022

➢ Chain-of-thought prompting incorporates reasoning steps in the prompt and 
significantly improves language model performance on reasoning tasks



POET: Reasoning Like Program Executors

Pi  et al., “Reasoning Like Program Executors”, EMNLP 2022

➢ POET teaches language models to improve natural language reasoning by learning 
from programs and their execution results.



Code I/O: Reasoning via Code Input-Output Prediction

➢ Code I/O improves language models' reasoning abilities across diverse tasks by having 
them predict code inputs and outputs in natural language.

Li et al., “CodeI/O: Condensing Reasoning Patterns via Code Input-Output Prediction”, 2025, arXiv preprint arXiv:2502.07316v2.



CWM: Code World Model

➢ Given a source code context and a marker of the trace starting point, CWM predicts a 
series of stack frames representing the Program states and the actions (executed code).

FAIR CodeGen Team et al. (2025). CWM: An Open-Weights LLM for Research on Code Generation with World Models. arXiv preprint arXiv:2510.02387.



PAL: Program Aided Reasoning

➢ PAL uses LLMs to decompose NL problems into programmatic steps, then 
offloads execution to a Python interpreter to avoid arithmetic errors.

Gao  et al. “PAL: Program-Aided Language Models.” arXiv preprint arXiv:2211.10435

Chain-of-Thought Program-Aided Language Models



PoT: Program of Thoughts

➢ PoT disentangles computation from reasoning by using LLMs to express reasoning 
as executable programs, while delegating all calculations to an external computer

Chen  et al. “Program of Thoughts Prompting: Disentangling Computation from Reasoning for Numerical Reasoning Tasks.” Transactions on Machine Learning Research, 2023



ToRA: Tool-Integrated Reasoning

Gou  et al. “ToRA: A Tool-Integrated Reasoning Agent for Mathematical Problem Solving.” International Conference on Learning Representations (ICLR), 2024

➢ ToRA interleaves natural language reasoning with program-based tool calls, 
combining the strengths of semantic analysis and precise computation



SimpleTIR: RL Enables Multi-Turn TIR

➢ SimpleTIR stabilizes multi-turn tool-integrated reasoning by filtering out “void 
turns” that generate neither code nor answers, and train LMs via end-to-end RL.

Xue et al. “SimpleTIR: End-to-End Reinforcement Learning for Multi-Turn Tool-Integrated Reasoning.” arXiv preprint arXiv:2509.02479, 2025



The Code & Language Mixture for Pre-training

➢ While balancing Code, Math, and Text data is crucial for pre-training, limited evidence 
exists on how this balance scales to large datasets.

➢ Experimental results from Qwen2.5-Coder indicate that 7:2:1 (Code:Text:Math) achieves a 
good balance.

Hui et al., 2024. Qwen2.5-Coder Technical Report. arXiv:2409.12186.



The Code & Language Mixture for Pre-training

➢ Three-stage pretraining (11.1T tokens total) gradually upsampled Math and Code data while 
reducing web content, then applied mid-training for specialized capabilities.

Elie  et al., 2025. “SmolLM3: smol, multilingual, long-context reasoner”. https://huggingface.co/blog/smollm3



The Code & Language Mixture for CPT

➢ Lemur paper found that a 10:1 (Code:Text) ratio works well for Llama's continual 
pre-training (CPT), but predicting optimal data mixture ratios remains challegning

Xu et al., 2024. “Lemur: Harmonizing Natural Language and Code for Language Agents”. arXiv:2310.06830.



Influence from Code to Reasoning

➢ Reasoning depends more on patterns of procedural demonstration than on memorised 
answers. For reasoning, key sources consist of maths, StackExchange, ArXiv, and code.

Ruis  et al., 2024. “Procedural Knowledge in Pretraining Drives Reasoning in Large Language Models”. arXiv:2411.12580v2.


